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Summary 
This report goes into the details surrounding the Synthetic Smart Meter Data Generation project. The 

problem being addressed by this project is the need for more efficient tools to load forecast as the grid 

becomes more technologically advanced as well as ensuring there is a way for smart meter data to be 

widely available without violating consumer privacy. To ensure an adequate understanding of this project 

and to decide which path to take with machine learning for our purposes, we did background research on 

other universities and professionals who have attempted similar projects in the past. Our project uses 

Generative Adversarial Networks which consist of two main neural networks: a generator and a 

discriminator. These two neural networks train each other to ensure the data is as authentic and close to 

realistic as possible. The ethics and safety considerations used in this project are investigated as well as 

the codes and standards used as guidelines for our design. The engineering specifications are also 

identified and discussed to ensure verification in our design, and specifications that were not met are 

analyzed to ensure other groups could achieve them. Finally, an instruction manual for using the GAN 

system and a troubleshooting guide is available for end users to ensure easy use of the software. 
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Introduction 
Problem Statement 

The project addresses the growing need for readily accessible smart meter data in the utilities business. 

Smart meter data has the potential to greatly enhance power system efficiency and green efforts. The 

approach includes generating synthetic smart meter data from existing datasets using machine learning, 

notably Generative Adversarial Networks (GANs). The main challenges lie in generating realistic smart 

meter data, ensuring it mirrors real consumer behavior, and preserving privacy concerns. The project 

aims for successful GAN training, reliable data generation, and a repeatable framework for similar 

datasets. 

 

Background and Previous Studies: 

Previous research by academics has demonstrated the utility of GANs in generating power consumption 

statistics. These studies, especially in the residential and commercial sectors, have paved the way for 

data collection. However, data volume restrictions and privacy issues exist. 

The study of smart meter power measurement is a broad and established field in the electrical 

engineering community. However, only recently have the abilities of machine learning, neural networks, 

and specifically generative adversarial network (GAN) models been applied to the client data 

management of the power electronics industry.  

In 2019, one of the first applications, by Dr. Yuxuan Gu, of GAN models are published in the development 

power electronics internet of things (IOE), “GAN-based Model for Residential Load Generation 

Considering Typical Consumption Patterns.” As society modernizes its power network, there is a greater 

introduction in smart metering, or power measurement devices that measure the power consumption 

and are connected to the internet. Additionally, as the largest sector of the power grid are private 

residential spaces, it is increasingly difficult to monitor and utilize such data that is recorded from smart 

meters. Studying Smart Metering in a power grid becomes increasingly difficult because of the privacy of 

individuals and customers. This paper tries to address this concern by creating a GAN model to perform 

data generation. They use a convolutional GAN model, with the traditional generator and discriminator 

configuration to perform all data generation. Their model uses a three-layer generator network, one fully 

connected, and two transposed convolution layers and a six-layer discriminator model with two 
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convolution layers and four fully connected layers. This paper provides a beginning basis for how to 

create this learning model. However, they address that there is still a problem of creating a larger sum of 

data. 

In April of 2022, Dr. Qin at the School of Electrical Engineering in China, published “GAN-based 

Residential Load Data Generation Model Considering Users’ Privacy.” With a similar goal in mind as Dr. 

Gu, Dr. Qin speaks to the difficulties in obtaining residential power data due to the privacy of customers. 

In this paper the authors use a GAN model known as the Wasserstein Conditional Generative Adversarial 

Network. To prevent repetition, the introduction will not be repeated in the description of this paper as 

the authors use similar background description of what a GAN model is and how it may be adapted to 

this specific case. Dr. Qin introduces Wasserstein distance, which is the decreases the amount of GAN 

loss. They reference common problems in GANs such as “Jensen-Shannon (JS) divergence and Kullback-

Leiber (KL) divergence” [2].  This new introduction alleviates the stress of common error margins created 

by these divergences.  

Lastly, after the extensive research conducted by the past two publications on residential power 

consumption GAN models, the authors Yushan Liu, Zhouchi Liang and Xiao Li write on the application of 

GANs in the commercial sector. In 2023 Dr. Liu, publishes “Enhancing Short-Term Power Load Forecasting 

for Industrial and Commercial Building: A Hybrid Approach Using TimeGAN, CNN and LSTM.” Dr. Liu 

created a methodology using a ‘hybrid’ data feeding in the training of his neural network. This 

combination of the two methodologies timeseries generation adversarial network (TimeGAN) and 

convolutional neural network (CNN) solve the issue of a lack of long-term data [3]. Additionally, these 

methodologies differ in their application of data loss. TimeGANs use “gradual supervision loss” which is 

more accurate than the traditional “unsupervised adversarial loss” used by “traditional GANs” [3]. This is 

important because it increases the accuracy and decreases the number of epochs required to create an 

efficient model. 

In general, the electrical engineering community is aware of the necessity of the data generation of 

smart meters. This is particularly prevalent in China, as in the last three years the University of Beijing 

has published multiple papers on the introduction of GANs into the industry. While there are a few 

works under way on a similar subject, it is important to note that there is still an evident lack of research 

into the introduction of GANs in smart meter data generation. 
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In this project, like the first two works, the Synthetic Smart meter data generation team from the 

University of Tennessee at Chattanooga (UTC) uses provided data from the residential sector of the 

power grid. However, unlike the first two, smart meter team used residential data recorded from smart 

meters at communal transformers. In other words, the data provided to the team includes that of 

several households. The team used the works published by the University of Beijing as a background and 

drew inspiration from their designs, which are traditional convolutional for GANs.  

Additionally, the third work referenced, authored by Dr. Liu, will is similar in its application of GANs to 

the data generation of the power grid; however, did not rely on data from the commercial or industry 

sector as Dr. Liu did. His adaptation of the hybrid GAN model is be noted, as the team used a small 

amount of data over a brief period.   
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Description of Design 
A type a GAN system called DoppelGANger was used for the design of the model. DoppelGANger is a 

GAN that generates multivariate time series and associated information. This information refers 

to permanent qualities of data that are not part of the time series but nonetheless provide useful 

information about it. DoppelGANger was created with the goal of producing synthetic networked system 

data for data sharing, but it also serves as a basic framework for creating a variety of synthetic time 

series data. DoppelGANger's architecture differs from that of typical GANs in a few key areas to address 

difficulties in a time series scenario [8]. 

DoppelGANger and other time series GANs are based on recurrent neural networks (RNNs) that can 

detect temporal correlations. DoppelGANger employs a common form of RNN known as long short-term 

memory (LSTM). An RNN is a form of artificial neural network that processes sequential or time series 

data. These deep learning techniques are frequently employed for ordinal or temporal issues, such as 

language translation, natural language processing (NLP), audio recognition, and picture captioning. The 

RNN iterates over a sequence several times to generate the whole series. This approach may be used to 

multivariate time series. A typical issue with RNN generators is that lengthy sequences need a high 

number of RNN runs, making it difficult to capture longer-term correlations. DoppelGANger's designers 

employ a technique known as "batch generation" to address this issue. DoppelGANger creates several 

steps ahead, reducing the number of passes required [8].  

The model employs an unusual kind of normalizing for time series with a large range of values across 

samples and series. For example, in a given sample, one series has a range of 0 to 100, whereas another 

has a range of -5 to 5. Rather than normalizing by the global lowest and maximum for all series, each 

series is normalized by its own minimum and maximum in that sample, and these values are saved as 

data for that series. DoppelGANger learns these variables and creates new minimum and maximum 

values for rescaling each produced series. Experimentation has shown that this can assist 

in preventing mode collapse in many circumstances where ranges differ significantly between series [8]. 

 

Figure 1 – DoppelGANger’s model diagram [9]  
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Ethics and Safety 
The biggest ethical consideration discussed by the team in this project was the way in which data would 

be obtained. Originally, we did not view this as an ethical issue, but as we learned more about smart 

meter data and the rules surrounding it, we became aware of how obtaining data, in general, should be 

approached as an ethical dilemma because it can give insight into personal information of individuals. 

While smart meter data is not explicitly protected by any federal laws, there are a handful of states 

moving to protect customer data in the grid. This means that accessing smart meter data is not 

necessarily illegal, but the smart meters contain personally identifiable information (PII). There are many 

privacy concerns regarding the use of smart meter data, so to be ethically and morally responsible, we 

wanted to ensure any data we used was given to us consensually by knowledgeable sources. We 

accomplished this goal by receiving data from 100 meters over a span of 3 months from EPB. 

 

The biggest safety concern corresponds to the biggest ethical concern in this project. With the rise of 

artificial intelligence and the usefulness of data, there are bad actors that feel no moral or ethical 

responsibility when it comes to respecting the work, likeness, or data of others. Information is essential 

to training machine learning, and sometimes taking information that belongs to another individual for 

the purpose of training an artificial intelligence program can cause harm to an individual themselves or 

their livelihood. In the case of this project, we ensured that the data and information we used would not 

harm anyone else or any business. These are safety concerns regarding machine learning and the growth 

of this technology in general, and if this project were in the hands of a bad actor, there is no way for us 

to ensure they would follow the same ethical principles we did.  
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Engineering Specifications 

Specifications 
1. Quick Runtime – GANs can take a range of time to create images, but usually is in minutes. For our 

project, we plan for the GAN to generate the data in less than 5 minutes for ease of use.  

2. The data will be organized in excel by smart meter number and time of day for simplified training. The 

generated data will be organized in a corresponding excel sheet with the same organizational principles 

applied. The generated data should have the date and time (hour and minute) that corresponds to the 

power measurement. 

3. Low computational power – The final program should function using only a laptop or a similar device. 

The program’s function will be tested on a regular laptop after all the testing of the program has been 

done.  

4. Pseudocode – The code should have comments that describe what the code is doing. We will test this 

by someone outside of the project to verify if the descriptions are clear enough. 

 5. Repository and documentation - In the final processes of the project, the model will be uploaded to a 

GitHub repository. Additionally, the team will provide an instruction manual that will provide a detailed 

walk-through process of how to insert data into the model, train the model, and then produce more 

data. 

6. Time based power consumption - The model may require time-based input correlating with input data 

to create time-based power consumption and averages. This will be used in the creation of synthetic 

data when input. This will be tested by comparing the synthetic data with actual data from another 

source.  

7. Automatic trend interface - Upon completion of data generation, the model will provide the user with 

data trend metrics automatically. These will be provided in the form of labeled trend charts and console 

printed averages.  

8. Safe training data acquisition - Training data used within the model will be taken from safe and reliable 

sources. All data provided for use in the training of the model will either be taken directly from the client 

or from consenting sources.  

9. Diverse data sets - The GAN model will have the capability to train itself on diverse datasets, and 

datasets that are significantly different, due to reasons such as season, time, and culture, from the 

customer provided will still function as planned.  

10. 50% error in generator and discriminator - The final GAN synthetic data will be produced at a point 

where both the discriminator and generator have reached points to display 50% error each. This will 

show that the model has reached the maximum level from all possible training with that specific input 

dataset.  

 

Verification 
1. This specification was met. The model takes a few minutes to run even with a large set of data. 
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2. Data has been organized before testing and snippets of the data were taken at each of the 

testing stages. 

3. This specification was met. The code was built using the Google Collab platform which has its 

own cloud-based servers that give the required computational power and thus can be used on 

virtually any type of device.  

4. The pseudocode was verified by Madison’s friend William to be comprehensive. 

5. This specification was met. The instruction manual as well as means for troubleshooting the GAN 

system for this project is included in this report in following sections. 

6. This specification was met. The data provided by the model is shown on a graph that compares 

the ‘real’ data with the ‘synthetic’.  

7. Not met. 

8. This specification was met. The data used in this project was given to us knowingly by EPB to aid 

in the training process. 

9. Not fully met. The code would need to be altered with each different type of data entered. 

10. Not fully met. The code needs some more optimization as the results are not within spec of a 

perfect GAN model.  
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Codes and Standards 
1. PEP 8 - Guide for Python Formatting 

PEP 8 identifies the conventions used in python coding as well as the libraries available. This 

standard includes instruction on things such as the code layout, how white space should be used, 

the use of commas, comments, naming conventions, and other programming recommendations.  

We used PEP 8 to ensure our code follows guidelines for functionality as well as comprehension for 

others that may be interested in viewing the code. PEP 8 ensured that we used the python 

programming language correctly and efficiently throughout our project and provided a solid 

reference for questions of syntax, layout, etc. 

2. IEEE 3652.1-2020 

 This standard is specifically regarding federated systems, which are systems collectively used and 

created by different organizations or individuals. This standard sets a framework for privacy and 

structure regarding machine learning systems that are dependent on data and/or devices from 

various organizations. While this is not entirely applicable to our project, we used these standards to 

create a framework for our GAN to be used as a foundation for others. We also made sure that any 

data we obtained from individuals and companies was kept private so that their data is not released 

without consent. 

Machine learning and AMI (advanced metering infrastructure) are both still new technologies, so there 

are not standards that we felt we could apply to this project yet. Existing standards ensure 

interoperability of machine learning technologies as well as interoperability and communication for AMI. 

The standards regarding smart meters are more technical than data related. The lack of standards and 

codes regarding data as well as machine learning within the power grid is concerning since both of those 

topics are so significant with how the grid has developed. Standards take 2-5 years to develop, though, 

so it is a slow process to get such things implemented. Madison has a personal goal to contribute to the 

development of standards regarding the use of machine learning in the smart grid after graduation.  
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Manual for End Users 
Link to the code: 

https://colab.research.google.com/drive/1PQ7YmH8WQY1aeDNtkwtNURv0XJdaGiGh?usp=sharing (also 

in [10]) 

As the code was made in Google Collab, the guide assumes that the end user is going to use the same 

platform. 

1. The code is initiated as follows: 

 

2. The program will then initiate a pip install within the program itself (no worries about having it 

install something on your computer as this will only be installed within the cloud’s runtime). 
3. It will then ask you to restart the session so just click on the button: 

 
4. Then you need to make sure your dataset is ready as the rest is mostly automatic. First going 

here on the folder icon bottom left: 

https://colab.research.google.com/drive/1PQ7YmH8WQY1aeDNtkwtNURv0XJdaGiGh?usp=sharing


  13 

 

   

 

 
Then selecting the highlighted icon: 

 
And then choosing the appropriate dataset excel file from your computer. For this guide it should 

be the provided “test2.csv”. 
5. Next scroll to this line code and make sure everything is set to the specifications of the data 

being used (in this case everything should already be set in place): 

 
This is where you would change several settings according to the data being used if different 
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data is to be set. The settings highlight the model parameters of the GAN and training 

parameters. If this stage is taking a while the number of epochs can be tuned down to 500 or so, 

but it should work fine as is with the data provided. 
6. Lastly, the code is run again as in step 1 and the results are observed.  
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Troubleshooting Guide 
As the code is not optimized yet, it would be difficult to try and run it with a different set data. The 

parameters shown below would need to changed according to the specific dataset used: 

 

If you get an error denoting that the excel file is not detectable then you need to make sure that the 

name of the file in the code is the same: 

 

If for some reason a “.xlsx” is used instead of the “.csv” then ‘pd.read_excel(“name.xlsx”)’ needs to be 

used instead. 

If the runtime is stopped or restarted within Google Collab (the browser was restarted) then the pip 

install file needs to happen again. 

When importing the excel file into the cloud, if you select the required excel file and it does not import 

properly, import any other file first and then try to import the required one again.  
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Conclusions and Recommendations 
 In this project, machine learning was used to generate synthetic smart meter data for the 

purpose of load forecasting. GAN’s were found to be somewhat effective for this task. The final results 

followed the trend of legitimate smart meter data but had many zero points in it. This is a result of us not 

having as much training data as we would need to create a complete collection of smart meter data 

points over a 3-month period. Without the time constraints of the school year, we could have obtained 

more data to fix these shortcomings. Some next steps for this project would be to obtain that data to do 

more training, then find a way to get the GAN to generate data for a specific household size based on a 

user input. 
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